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locally compact). All maps are topological (i.e., continuous).

1 Preliminaries (Heath Emerson, June 14)

1.1 Some compact groups:

1. Circle T

2. U(n), SU(n), SO(n)



1 PRELIMINARIES (HEATH EMERSON, JUNE 14)

3. Zp, p-adic integers.

1.2 A G-space is a locally compact space X equipped with a continuous map

G× X → X

(g, x) 7→ g · x

such that g · (g ′ · x) = (gg ′) · x and e · x = x.

1.3 Example (Important example of a G-space) LetH be a closed subgroup of a com-
pact group G. Then the homogeneous space X := G/H is a compact Hausdorff
space. G acts on X; g · (g1H) = gg1H. And X/G ' pt.

1.4 The isotropy subgroup (i.e., stabilizer) of x ∈ X is a closed subgroup of G.

Exercise 1 Let X = CPn. This is a G-space for G = U(n+ 1). Check that

CPn ' U(n+ 1)/U(1)×U(n)

where

U(1)×U(n) '




U(1) 0 · · · 0

0
... U(n)
0

 ∈ G


1.5 Example Let X be a smooth compact manifold. Let g : X → X be a diffeomor-
phism. Then g is part of a compact group action iff g preserves some Riemannian
metric on X. (Main fact used to prove this is that the isometry group of X with a
fixed given metric 〈 , 〉 is compact.)

1.6 The category of G-spaces A map φ : X→ Y between G-spaces is a G-map if

φ(g · X) = g · φ(Y).

“equivariant.” We may talk about isomorphic G-spaces.

1.7 Induction and restriction LetH be a closed subgroup ofG. AG-space, restrict-
ing the action toH, gives anH-space. This is the restriction functor Res. The induc-
tion functor Ind is in the other direction; given an H-space Y, the induced G-space
is G×H Y := (G× Y)/∼, where (g, y) ∼ (gh, h−1y).
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1 PRELIMINARIES (HEATH EMERSON, JUNE 14)

Exercise 2 If X is a G-space that admits a (surjective) G-map π : X→ G/H, then X is
an induced space from H. (Hint: Consider the G-map

φ : G×H Y → G/H

[g, y] 7→ [g].

Take Y = φ−1(eH).)

1.8 Lemma

Ind(ResX) ' X× (G/H)

where G acts diagonally on X× (G/H).

Why is this true? Define

φ : G×H X → (G/H)× X
[g, x] 7→ ([g], g · x).

Check that φ is a G-map that is a homeomorphism.

1.9 Theorem (Palais) Let G be a Lie group, acting properly on a space X, let x ∈ X,
and let H = Gx. Then there exists a G-invariant open neighbourhood U of x and a
G-map

U→ G/H.

Thus U is induced from Gx.

Remark. 1. Thus, ifG acts freely on X, then locally X looks likeG×Y for some Y.

2. Assume that X is a smooth manifold with G acting smoothly. Consider the
orbit G · x in X. Let N be the normal bundle. Then the fibre Nx of x is a Gx-
space with a linear action. The proof of Palais’ Theorem shows that we may
take U = G×H Nx.

Exercise 3 Let G =
∏
n∈Z Z2. (This is not a Lie group.) Let X =

∏
n∈Z S

1. Show
that there is no G-invariant neighbourhood of (1, 1, 1, . . . ) which is induced from
the isotropy subgroup of (1, 1, 1, . . . ).

Vector Bundles

1.10 Definition (Atiyah) Acontinuous family of (real or complex) vector spaces overX
is a space E equipped with

1. a map π : E→ X,
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2 EQUIVARIANT K-THEORY (HEATH EMERSON, JUNE 15)

2. and a finite-dimensional vector space structure on each fibre Ex = π−1(x),
compatible with the topology of E (i.e., the topology on Ex is the subspace
topology induced from E).

A homomorphism of families E and E ′ over X is a map ϕ : E→ E ′ s.t. πE ′ ◦ϕ =
πE and ϕ�Ex : Ex → E ′x is linear. ϕ is an isomorphism if ϕ is a homeomorphism.

1.11 Pullbacks If f : X → Y is a map, π : E → Y is a continuous family of vector
spaces over Y, then

f∗(E)
def
= { (x, v) ∈ X× E | x ∈ X, v ∈ Ef(x) } .

1.12 Example If E → X is a continuous family of vector spaces and A is a subspace
of X, then for the inclusion i : A ↪→ X, we have i∗E = E�A.

1.13 A continuous family of vectors spaces is trivial if it is isomorphic to X×Cn
(or X× Rn) for some n.

1.14 Definition A vector bundle over X is a continuous family of vector spaces such
that, for all x ∈ X, there is a neighbourhood U of x s.t. E�U is trivial.

1.15 Definition A G-equivariant vector bundle (G-bundle for short) is a G-space E
over a G-space X such that g ◦ πE = πE ◦ g and that g�Ex is linear.

1.16 Example LetX be aG-space, and π : G→ GL(V) a finite-dimensional represen-
tation. Then X × V with diagonal G-action is a G-equivariant vector bundle. Such
a G-bundle is said to be trivial (i.e., diagonal with a fixed representation on V).

2 Equivariant K-theory (Heath Emerson, June 15)

2.1 Example If G acts smoothly (by diffeomorphisms) on a compact manifold X,
then differentiating the G-action gives TX the structure of a G-equivariant vector
bundle.

Remark. LetX, Y beG-spaces. Isomorphism classes ofG-equivariant vector bundles
on X classify smooth G-equiv embeddings X→ Y by mapping an embedding to its
normal bundle.
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2 EQUIVARIANT K-THEORY (HEATH EMERSON, JUNE 15)

2.2 Example IfH ≤ G is a closed subgroup andπ : H→ GL(V) is a finite-dimensional
representation of H, then G×H V is a G-equivariant vector bundle over G/H. (The
H-action on the fibre of eH is the original representation π.) This is called the “in-
duced” vector bundle.

If π extends to a representation of G, then G×H V ' (G/H)× V is trivial.

2.3 Pullbacks Let X, Y be G-spaces. Let φ : X → Y be a G-map. Let V be a G-
equivariant vector bundle over Y. Then

φ∗(V) = { (x, v) | v ∈ Vφ(x) } .

This is a G-equivariant vector bundle.

2.4 Homotopy invariance Ifφ0 andφ1,X→ Y areG-maps that are homotopic, then
φ∗0(V) ' φ∗1(V) for any G-equivariant vector bundle V over Y.

2.5 Operations on vector bundles Sums:

V1 ⊕ V2 = { (v1, v2) ∈ V1 × V2 | πV1(v1) = πV2(v2) } .

Tensor products: V1 ⊗ V2 has fibre, over x, (V1)x ⊗ (V2)x.

2.6 Definition

VectG(X) = monoid of isomorphism classes of G-bundles over X

2.7 Module structure Twisting by a representation: Given a G-bundle V → X and
a representation π : G → GL(E), form a G-bundle over X, denoted V ⊗ E, whose
fibre over x is Vx ⊗ E. So it is V ⊗ (X× E) as tensor product of vector bundles.

2.8 Definition The G-equivariant K-theory, K0G(X), of X is the Grothendieck group
of the monoid VectG(X). It is a ring and a module over R(G). Note that

R(G) = K0G(pt).

Remark. 1. If G is trivial, then R(G) = Z, and K0G(X) is only an abelian group.

2. If G acts trivially on X, then K∗G(X) ' K∗(X)⊗Z R(G).
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2 EQUIVARIANT K-THEORY (HEATH EMERSON, JUNE 15)

2.9 Example If G = T, then

R(T) = Z[T̂] ' Z[X,X−1].

Given a space Xwith T-action, K0T(X) is a module over Z[X,X−1].

2.10 Theorem (Swan’s Theorem) Let X be compact, G be trivial. Then

V 7→ Γ(V), space of sections

induces an isomorphism of monoids

VectG(X) ' {finitely generated projective modules over C(X)}.

The Murray-von-Neumann classes of projections inMn(C(X)) give the K-theory of
C(X). We conclude that

K0(X) ' K0(C(X)).

2.11 Noncompact spaces If X is non-compact,

K0G(X) = ker(ε∗ : K0G(X+)→ K0G(∞) = R(G))

where ε :∞ ↪→ X+.

2.12 Higher K-groups
K−n
G (X)

def
= K0G(X× Rn).

n ∈ N, where G acts trivially on Rn.

2.13 Theorem (Bott Periodicity) For complex vector bundles.

KiG(X) ' Ki+2G (X).

In particular

K0G(Rn) =

{
R(G), n even

0, n odd.

2.14 Long exact sequence If Y ⊆ X is a closed G-invariant subset, then there is a
long exact sequence

K0G(X \ Y) // K0G(X)
// K0G(Y)

��
K1G(Y)

OO

K1G(X)
oo K1G(X \ Y)oo
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3 CLIFFORD SYMBOLS (HEATH EMERSON, JUNE 16)

Remark. Wrong-way maps from open embeddings. f : X→ Y induces f∗ : K∗G(Y)→
K∗G(X). If U ⊆ X is an open, G-invariant subset, then there is a canonical G-map
X+ → U+ mapping points out of U to the point at infinity. This induces a map

K∗G(U
+)→ K∗G(X

+).

This gives
K∗G(U)→ K∗G(X).

Exercise 4 Let G = Z/2Z act on S1 by reflection. Calculate K∗G(S1).

Exercise 5

KiG(G/H) '

{
R(H), i = 0,

0, otherwise.

Exercise 6 Let G act freely on X. Then K∗G(X) ' K∗(G\X). Prove this for G a Lie
group, using Palais’ Theorem from last time.)

2.15 Example Let G = T ⊆ SU(2) ⊆ Homeo(CP1). If H is the dual H∗∗ of the Hopf
bundle

H∗ = { (`, v) | v ∈ ` }

and if X is the class in K0G(CP1) of the trivial G-bundle CP1 × C with the standard
representation of T ⊆ C×, then

K1G(CP1) = 0

and K0G(CP1) is generated as a Z[X,X−1]-algebra by X and [H] (recall Z[X,X−1] =
R(T)) with the relation

([H] − X)([H] − X−1) = 0.

Moreover (exercise), K0G(CP1) is a free Z[X,X−1]-module with generators 1 and [H].
1 always denotes the unit in K0G(X), the class of X×Cwith trivialG-action on C.

3 Clifford Symbols (Heath Emerson, June 16)

3.1 Definition A G-bundle V → X is subtrivial if there is a G-bundle V⊥ such that
V ⊕ V⊥ is trivial.

7



3 CLIFFORD SYMBOLS (HEATH EMERSON, JUNE 16)

3.2 Example Let X = Z, G = T. Suppose G acts trivially on X. Let V = X × C.
Suppose z ∈ T acts on V by z · (n, λ) = (n, znλ) (the action changes fibrewise, so
this is not a trivial T-bundle). But it is not subtrivial; infinitely many irreducible
representations of T appear.

3.3 Proposition LetG be compact. AnyG-bundle over a homogeneous space is sub-
trivial.

Why is this true? LetH be a closed subspace ofG. Let π : H→ GL(V) any represen-
tation. Then G×H V is a vector bundle over G/H. By a theorem of Mostow, there is
a representation π̃ : G→ GL(Ṽ) such that π is contained in the restriction of π̃ toH.
Hence,

G×H V ⊆ G×H Ṽ ' G/H× Ṽ.

3.4 Corollary Let G be compact. Any G-bundle on a compact space is subtrivial.

3.5 Clifford symbols Let V be a G-bundle over X that is Euclidean (i.e., equipped
with a real, G-invariant inner product). (E.g., G ⊆ Isom(X), X a Riemannian man-
ifold, V = TX.) A G-equivariant Clifford symbol for V is a pair (S, c) where S is a
Z/2Z-graded, Hermitian G-bundle on X, and c is a bundle map

c : V → EndG(S)

such that

1. c(ξ) is odd

2. c(ξ)∗ = c(ξ)

3. c(ξ)2 = ‖ξ‖2

for any ξ ∈ V .

Remark. 1. This gives, for each x ∈ X, a representation cx : Cl(Vx)→ End(Sx).

2. Some authors (Roe, for example) require skew-adjointness c(ξ)∗ = −c(ξ).

3.6 Example Let X be Riemannian G-manifold. V = TX. S = ∧∗(TX⊗R C). Let

c(ξ) := εξ + ε
†
ξ,

where εξ denotes the map taking the wedge product with ξ.

8



3 CLIFFORD SYMBOLS (HEATH EMERSON, JUNE 16)

3.7 Example V = R2. View this as a vector bundle over a point. Make it a G = T-
bundle by the representation

z = eiθ 7→ R(2θ), rotation by 2θ.

Let S = C ⊕ C (first part even and second part odd grading) with the usual
Hermitian structure. Let G act on S by the representation

z 7→ (
z 0
0 z̄

)
∈ GL(2,C)

We define
c : R2 → End(C2), c(x, y) =

(
0 x+iy

x−iy 0

)
.

Then c is equivariant in the sense that

c(g · v) = g ◦ c(v) ◦ g−1.

3.8 Triples Suppose X is a locally compact G-space. Consider the triple

(V+, V−, φ)

where V± are subtrivial G-bundles over X, and φ is a G-bundle map V+ → V−

which is an isomorphism off a compact set. (Or, we could require a single Z/2Z-
graded bundle V = V+ ⊕ V− with an odd endomorphism φ.)

1. A triple is degenerate if φ is an isomorphism everywhere.

2. Two triples are stably isomorphic if they become isomorphic after adding a
degenerate triple.

3. Two triples (V±1 , φ1), (V
±
2 , φ2) are homotopic if there is a triple over X× [0, 1]

whose restrictions to X × {0} and X × {1} are stably isomorphic to (V±1 , φ1),
(V±2 , φ2) respectively.

3.9 Definition (Segal) Denote by L0G(X) the homotopy classes of triples. This is a
group. Define

L−nG (X)
def
= L0G(X× Rn).

3.10 Theorem

L−nG (X) ' K−n
G (X).

9



4 DIRAC OPERATORS (HEATH EMERSON, JUNE 17)

Why is this true? Given (V±, φ), first add a degenerate triple so that V− becomes
trivial. So V then extends to the one-point compactification X+. Let U be a G-
invariant open subset such that Ū is compact, outside ofwhichφ is an isomorphism.
Form the “clutching” bundle

V+�U ∪∂U V−�X\U.

This is a trivial bundle outside ofU so it extends to aG-bundle onX+. Thus [V+�U∪∂U
V−�X\U] is an element of K0G(X+), and [V−] is also an element of K0G(X+). The differ-
ence [V+�U ∪∂U V−�X\U] − [V−] belongs to K0G(X).

Exercise 7 Let X = R2, V± = X × C2. Show that V+�D ∪∂D V−�X\D is isomorphic to
the Hopf bundle H∗ on (R2)+ ' S2 ' CP1.

Suppose we have a Clifford symbol (S, c) for a EuclideanG-bundle πV : V →M,
whereM is compact. Put X = V , and let V+ := π∗V(S

+), V− := π∗V(S
−), φ = c. Since

c(ξ)2 = ‖ξ‖2, so c(ξ) is invertible as long as ξ 6= 0, i.e., c is invertible off the zero
section of V . This gives a triple (V+, V−, φ).

V

πV
��

π∗Soo

���
�
�

M Soo

3.11 Definition Let V be an even-dimensional EuclideanG-bundle over X. It isG-K-
orientable if it admits a G-Clifford symbol (S, c) for V such that dim(S) = 2dim(V)/2

(S is “irreducible”).

3.12 Theorem If π : V → X is G-K-orientable, then the associated class to the triple
obtained by the Clifford symbol yields a vector bundle π∗S→ V . This yields a class
ξV ∈ KdimV

G (V), called the Thom class. And the map

K∗G(X) → K∗+dimV
G (V)

a 7→ π∗V(a) · ξV

is an R(G)-module isomorphism.

4 Dirac Operators (Heath Emerson, June 17)

4.1 X, a complete Riemannian G-manifold.

• (S, c) a Clifford symbol for TX.

10



4 DIRAC OPERATORS (HEATH EMERSON, JUNE 17)

• ∇ a connection on S, that is

(i) G-equivariant: ∇g·X(g · s) = g · ∇Xs.
(ii) compatible with the Levi-Civita connection:

∇X(c(Y)s) = c(∇LCX Y)s+ c(Y)∇Xs.

(iii) compatible with the Hermitian structure on S

〈∇Xs1, s2〉+ 〈s1,∇Xs2〉 = X 〈s1, s2〉 .

Exercise 8 Prove that such a connection exists.

4.2 Definition Define a linear map D by the composition

Γc(S)
D //______

∇
��

Γc(S)

Γc(T
∗X⊗ S) ∼ // Γc(TX⊗ S)

√
−1c

OO

This is a G-equivariant operator on Γc(S). Locally,

Ds(x) =
∑√

−1c(ei)∇eis(x).

4.3 Example Let S = ∧∗(TX ⊗ C) (since dim S = 2dimR TX, this is not “irreducible,”
i.e., K-orientable). Extend the Levi-Civita ∇ to ∧∗TX⊗ C. Then D in this case is

d+ d∗

where d is the de Rham differential. This example is equivariant with respect to the
group G = Isom(X).

4.4 Example The signature operator on an orientable smooth manifold X uses a
grading that depends on the orientation. This gives a G-equivariant operator D
which is equivariant with respect to Isom+(X).

4.5 Example Let X be a complex manifold, admitting a complex structure. Let S =
∧∗TX. Note that TX is already complex. dimC S = 2dimC TX = 2dimR TX/2. Take
c(ξ) = εξ+ε

∗
ξ. This Clifford symbol is irreducible. The operatorD is the Dolbeault

11



4 DIRAC OPERATORS (HEATH EMERSON, JUNE 17)

operator ∂̄. D is equivariant with respect to any compact group of holomorphic
maps of X.

For example, take X = SL(n,C)/Bwhere B is the subgroup of upper triangular
matrices (the Borel subgroup). Then

X ' SU(n)/T

where T is the subgroup of diagonalmatrices. ThenG = SU(n) acts by holomorphic
maps on X.

Exercise 9 Take the above example of SL(n,C)/B ' G/T . Let X = G/T . The tangent
bundle TX is a G-equivariant vector bundle on X = G/T . Express TX as an induced
space from a representation of T . Do the same for S.

4.6 Example X = S1, S = S1 × C. Define

c : TS1 = S1 × R→ End(S)

by
c(z, r) = pointwise multiplication by r.

(This is not a Clifford symbol in the usual sense because there is no grading on S;
it is called an “odd Clifford symbol” because it leads to odd K-group class.) Then
D =

√
−1 ddθ , which acts on C∞(S1).

4.7 Theorem Let X be a complete Riemannian G-manifold, and (S, c) a G-Clifford
symbol for TX, and let D be defined as in [4.2]. Then D has a unique self-adjoint
extension D̄ to L2(S). In particular, functional calculus gives a ∗-homomorphism

Cb(R)→ B(L2(S)),
f 7→ f(D̄).

Moreover, if X is compact, then Sp(D̄) ⊆ R is discrete, all eigenvalues of D̄ have
finite-dimensional eigenspaces that consist of smooth sections of S.

Remark. The nth eigenvalue of |D| is ∼ n1/dimX. In particular, f(D̄) is compact if
f ∈ C0(R). And D̄ is Fredholm, that is, ker(D̄+) and ker(D̄−) are finite-dimensional.
They are also G-invariant subspaces of L2(S). (D+ := D�L2(S+) . . . .) We define

indG(D)
def
= [kerD+] − [kerD−] ∈ R(G).

12



5 BIVARIANT K-THEORY (RALF MEYER, JUNE 18)

4.8 Let V ∈ VectG(X). Let (S, c) be a G-Clifford symbol for TX. Then (S ⊗ V, c ⊗
id) is a new, “twisted” Clifford symbol for TX. The D operator in this case will be
denoted by DV .

4.9 Pairing with vector bundles So there is a pairing

{G-bundles on X}× { G-equivariant elliptic operators}→ R(G)

Atiyah’s idea is that these should define “dual” theories. This pairing is analytically
defined. But using symbols of operators, one can also understand this topologically.
The connection between the topological and analytical descriptions of the pairing
is Atiyah–Singer Index Theorem.

4.10 An application Let G = SU(n). Let T be the maximal torus of diagonal ma-
trices. Let X = G/T . Let ∂̄ be the Dolbeault operator on X. It is G-equivariant.

The restriction map gives a map

R(G)→ R(T).

In fact, this map provides an isomorphism

R(G) ' R(T)W .

onto the Weyl group invariant subspace.

Why is this true? Produce a map R(T) → R(G) such that R(G) → R(T) → R(G) is
the identity. We use holomorphic induction. Let α ∈ R(T). This, by induction,
gives Vα ∈ VectG(G/T). The index of the Dolbeault operator twisted by α gives
an element of R(G). It can be checked that this map restricted to W-invariants is
inverse to the restriction map.

5 Bivariant K-theory (Ralf Meyer, June 18)

5.1 I will introduce bivariant K-theory as a black box first. And try to convince
you why it can be useful.

The idea is that bivariantK-theory is the home formaps betweenK-theory groups.
We expect a natural map

KK(A,B)→ Hom(K∗A,K∗B).

And we expect a composition product

KK(A,B)⊗ KK(B,C)→ KK(A,C).

What data leads to maps between K-theory groups?

13



5 BIVARIANT K-THEORY (RALF MEYER, JUNE 18)

• boundary maps of extensions

• index theory starts with maps K∗(X) → Z (or K∗G(X) → R(G)) from ellipitic dif-
ferential operators

• ∗-homomorphisms

• Bott periodicity, Thom isomorphisms

• twisting by a vector bundle (ring structure on K∗(X)).

All these constructions lift naturally to elements in KK.

5.2 But why not stick to Hom(K∗A,K∗B)? Consider the following example. Let
D be a Dirac type operator on a compact manifold X. Let Y be another compact
manifold. X×Y → Y is a bundle. Andwewould expectD to give amapK∗(X×Y)→
K∗(Y). And there is a map K∗(X)⊗K∗(Y)→ K∗(X×Y). Since K∗(X×Y) also contains
an additional piece, Tor(K∗X,K∗Y), amapK∗(X)→ Zdoes not directly induce amap
K∗(X× Y)→ K∗(Y). For KK, however, there is an exterior product

KK(A,B)→ KK(A⊗ C,B⊗ C).

Once we viewD as an element of KK(C(X),C), we get an induced map K∗(X, Y)→
K∗(Y).

5.3 Things get really interesting with equivariant KK, in particular for noncom-
pact groups. Let G be a topological group. Let A,B be C∗-algebras with G-action.
Then there is a Z/2Z-graded group KKG∗ (A,B) which comes with a natrual map
KKG∗ (A,B)→ KK∗(AoG,BoG) (called the descent homomorphism).

Remark. The descent homomorphism is far from being isomorphic. Let G be com-
pact. Let A = B = C. Then KKG(C,C) = R(G).

KK(C∗G,C∗G)
' // Hom(R(G), R(G))

KKG(C,C)

descent

OO

' // HomR(G)(R(G), R(G))
?�

OO

5.4 The use of KK-theory can be found in the structure of a proof of the Connes-
Thom isomorphism and the Pimsner-Voiculescu exact sequence.

Recall Bott periodicity: K∗(R) ' K∗+1(pt). This may be proved by exhibiting
D ∈ KK1(C0R,C), η ∈ KK1(C, C0R) and checking that they are inverse to each
other.
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5 BIVARIANT K-THEORY (RALF MEYER, JUNE 18)

Now, let R act on itself by translations, trivially on C. It turns out, then, D and
η are equivariant, i.e., D ∈ KKR

1 (C0R,C), η ∈ KKR
1 (C, C0R). And D and η remain

inverse to each other in KKR.
Now use exterior products in KKR: For any R-C∗-algebra A, there is an isomor-

phism in KKR
1 (C0R ⊗ A,C ⊗ A). Next, apply descent homomorphism to get an

isomorphism in KK1((C0R ⊗ A) o R, (C ⊗ A) o R). (C0R ⊗ A) o R is isomorphic
to K(L2R) ⊗ A because the translation action is free and proper. This leads to the
Connes-Thom isomorphism:

K∗(AoR) ' K∗+1(A).

Remark. 1. There is an invertible element in KK0(C0R2,C).

2. The class D should be a K-homology class on R. It comes from the Dirac
operator on R, which is just i ddx . Notice that D is translation invariant.

3. The class η comes from the C∗-algebra extension

C0(R)� C0(]−∞,∞])� C.

4. A similar technique applies to fundamental groups of negatively curvedman-
ifolds. LetM be a compact Riemannian manifold of negative curvature. Then
its universal cover M̃ is diffeomorphic to Rn, leading to an invertible ele-
ment in KKn(C0M̃,C). Analysis shows that this is π1(M)-equivariant, with
π1(M) acting by deck transformations on M̃, and that it remains invertible in
KK

π1(M̃)
n (C0M̃,C).)

Exercise 10 Deduce the Pimsner-Voiculescu exact sequence, using an invertible el-
ement in KK1((A ⊗ C0R) o Z, A o Z). ((A ⊗ C0R) o Z is Morita equivalent to the
so-called mapping torus.)

5.5 Proposition If G is discrete, KKG(A,C) ' KK(AoG,C).

KK1 using C∗-algebra Extensions

5.6 Definition AnextensionB� E� A is called trivial if it splits by a ∗-homomorphism
A→ E.

Given two extensions of A by B⊗ K, say

B⊗ K(Hj)� Ej � A, (j = 1, 2)

15
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then there is a well-defined direct sum, call it E:

B⊗ K(H1 ⊕H2)� E� A.

E =
{ (

e1 0
0 e2

)
∈ E1 ⊕ E2

∣∣∣ e1, e2 have same image in A
}
.

An extension E is said to be invertible if there is another extension E⊥ such that
E⊕ E⊥ is trivial.

KK1(A,B) is isomorphic to the group of homotopy classes of invertible exten-
sions ofA by B⊗K, where homotopy is defined using invertible extensions ofA by
C([0, 1], B)⊗K. Wemay replace B⊗K above by K(HB)whereHB is a Hilbert module
over B.

Note. Let E⊕ E⊥ be trivial. Then we get a ∗-homomorphism

ρ : A→ (E⊕ E⊥)→ M(B⊗ K)︸ ︷︷ ︸
multiplier algebra

and a projection
p ∈M(B⊗ K), p = “

(
1 0
0 0

)
”.

For E := pρ(A)p + p(B ⊗ K)p to be a C∗-algebra, we nee [p, ρ(a)] ∈ B ⊗ K for all
a ∈ A. It turns out that invertibe extensions correspond to pairs ρ : A→M(B⊗ K)
∗-homomorphism, and p ∈M(B⊗ K) projection, such that [p, ρ(a)] ∈ B⊗ K for all
a ∈ A.

Now, replace p by 2p − 1 =: F. Then F2 = 1 and F = F∗. This is Kasparov’s
definition of KK1. He also allows

(F− F∗)ρ(a) ∈ B⊗ K,

(F2 − 1)ρ(a) ∈ B⊗ K.

Remark. It follows from Stinespring’s Theorem that an extension is invertible if and
only if it has a completely positive contractive section.

6 (Ralf Meyer, June 21)

Hilbert modules are separable throughout this lecture.

6.1 Starting from invertible extensions, we get the followingdefinition ofKK1(A,B):
Cycles consist of

1. a Hilbert B-module H (this can be replaced byM(B⊗ K))

16
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2. a ∗-homomorphism φ : A→ B(H)

3. an operator F ∈ B(H)

such that
[F,φ(a)], (1− F2)φ(a), (F− F∗)φ(a)

are compact (are in B ⊗ K if we replace H by M(B ⊗ K)). KK1(A,B) is the group of
homotopy classes of cycles.

6.2 Example 1. A homotopy is a cycle for KK1(A,C([0, 1], B)).

2. If B = C, KK1(A,C) is called the K-homology ofA. Here,H is a Hilbert space.

Exercise 11 Check that KK1(C,C) = 0.

Hint: A = B = C. There is a homotopy between (H,φ, F) and (φ(1)H, 1,φ(1)Fφ(1)).
(Use { f : [0, 1]→ H | f(0) ∈ φ(1)H } as C([0, 1])-Hilbert module.)

Suppose φ(1) = 1. Then the conditions on F say that F2 − 1 and F − F∗ are
compact. We may replace F by 1

2(F+ F
∗), which gives F = F∗.

6.3 Definition A cycle with F2 − 1 = 0, F = F∗, [F,φ(a)] = 0 is said to be degenerate.
Degenerate cycles give the zero class in KK.

6.4 Theorem KK1(C, B) ' K1(B).

Why is this true? First, achieve φ(1) = 1 as above. Cycles are Hilbert B-modules H
with F ∈ B(H) such that F = F∗, F∗ − 1 are compact.

By adding on a degenerate cycle wemay achieveH = B⊗`2N (this owes to [6.5]).
Also, adding compact operators to F does not change the homotopy class (use the
homotopy F+ tS, t ∈ [0, 1]).

Therefore,

KK1(C, B) = π0({ Ḟ ∈ B(B⊗ K)/(B⊗ K) | Ḟ2 = 1, Ḟ = Ḟ∗ }).

Now, 12(Ḟ+ 1) = ṗ is a projection. This leads to

KK1(C, B) = K0(M(B⊗ K)/(B⊗ K)).

The K-theory long exact sequence and K∗(M(B⊗ K)) = 0 finish the proof.

6.5 Theorem (Kasparov Stabilization Theorem) For any separableHilbertB-moduleH,
H⊕ (B⊗ `2N) ' B⊗ `2N.

17
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6.6 To get KK0(A,B), we must add some grading information: Let H be Z/2Z-
graded, let φ : A → B(H) be grading-preserving, and let F ∈ B(H) be odd. Using
these cycles and corresponding homotopies, we get KK0(A,B).

Remark. KK0(C, B) ' K0(B). In particular, KK0(C,C) ' Z. The isomorphism maps
a cycle (H+⊕H−, F)withϕ = 1, F =

(
0 b
b∗ 0

)
to the index of the Fredholm operator b.

6.7 How does an elliptic operator give a KK-class? Let X be a compact manifold,
and let A = C(X). Let

D : Γ(E+)→ Γ(E−)

be an elliptic differential operator of order 1, where E± are vector bundles over X.
We construct a cycle for KK0(C(X),C). Let

H = L2(X, E+)⊕ L2(X, E−).

This is Z/2Z-graded. Let
φ : C(X)→ B(H).

by pointwise multiplication operators. Finally,

F = χ(D)

where χ : R → [−1, 1] satisfies limx→±∞ χ(x) = ±1 and χ(−x) = −χ(x), say, take
the arctangent.) Here, it is crucial that D is (essentially) self-adjoint.

Then, F2 − 1 = (χ2 − 1)(D) is compact because χ2 − 1 is in C0(R) and D has
compact resolvent. Next, F = F∗. And D is of order 1, so [D,φ(a)] is bounded for a
smooth function a. It follows that [F,φ(a)] is compact.

6.8 In the equivariant case, for a locally compact groupG acting continuously on
A and B, we define KKG∗ (A,B) by requiring an (even) continuous G-action on H, a
G-equivariantφ, and (g ·F−F)φ(a) to be compact for a ∈ A. (Note that g 7→ g ·F−F
is continuous.)

6.9 Kasparov product The Kasparov product is a rather deep construction. Given
cycles for KKGi (A,B) and KkGj (B,C), Kasparov describes a cycle for KKGi+j(A,C) and
shows that the product so defined is associative and has other nice properties. The
main difficulty is to construct the operator F in a Kasparov product. Later, Connes
and Skandalis described F by writing down conditions it should satisfy, making the
proofs of properties of KK more transparent. (Reference: Blackadar, K-theory for
Operator Algebras)

18
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6.10 Example Easy cases of theKasparovproduct. Letφ : A→ B be a ∗-homomorphism.
It yields a class for KK0(A,B) by

H+ = B, H− = 0,

φ : A→ B E B(B),

F = 0.

The Kasparov product with such classes reduces to the obvious functoriality of
KK∗(A,B) for ∗-homomorphism. Let (H,φ, F) be a cycle for KK∗(A,B), ψ : A ′ → A,
then

ψ∗(H,φ, F) = (H,φ ◦ψ, F)

is a cycle of KK∗(A ′, B). Given ξ : B→ B ′) define

ξ∗(H,φ, F) = (H⊗ξ B ′, φ⊗ id, F⊗ 1).

6.11 Let p be a projection in A. View p as a ∗-homomorphism C → A, 1 7→ p.
Given a cycle (H,φ, F) forKK∗(A,B), the product of it with [p] ∈ K0(A) = KK0(C, A)
is the cycle (H,φ ◦ π, F) for KK∗(C, B) ' K∗(B).

7 (Ralf Meyer, June 22)

7.1 Theorem KKG∗ (C, A) ' K∗(GnA) for compact G.

Why is this true? If G is compact, then we may assume the operator F in a cycle for
KKG(C, A) to be exactly G-equivariant because

∫
G gFdg is a compact perturbation

of F. The Hilbert module may be taken to be L2G⊗ `2N⊗A.
The theorem follows from the following fact:

K(L2G⊗ `2N⊗A)G = GnA⊗ K(`2N).

For example, C∗G ' K(L2G)G.

Remark. If G is noncompact we may interpret

K∗(GnA) ' KKG∗ (X,C0(X)⊗A)

if there is a G-map Prim(A)→ X for a proper cocompact Hausdorff G space X.
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Duality in KK

7.2 Motivation The K-homology of a compact manifold X should be isomorphic
to the K-theory of TX. Even more, the following holds: for C∗-algebras A and B,

KK(A⊗ C(X), B) ' KK(A,C0(TX)⊗ B).

In particular,
KK(C(X),C) ' KK(C,C0(TX)).

How can one prove this statement? IfA = C, B = C(X), then the statement becomes

KK(C(X), C(X)) ' KK(C, C0(TX)⊗ C(X)).

So there must be some element β on the right that corresponds to 1 on the left. If
we take A = C0(TX) and B = C, then

KK(C(X)⊗ C0(TX),C) ' KK(C0(TX), C0(TX)).

There must be some element α on the left that corresponds to 1 on the right.

7.3 Theorem Let α ∈ KKG(D∗⊗D,C) and β ∈ KKG(C, D⊗D∗). Then the following
are equivalent:

(i) The map
KKG(A⊗D,B)→ KKG(A,B⊗D∗)

obtained by

KKG(A⊗D,B) //

−⊗D∗
))SSSSSSSSSSSSSSSSSS

KKG(A,B⊗D∗)

KKG(A⊗D⊗D∗, B⊗D∗)
(idA⊗β)∗

55kkkkkkkkkkkkkkkkkk

is an isomorphism.

(ii) The following compositions are identities:

D
id⊗β
−−−→ D⊗D∗ ⊗D α⊗id

−−−→ D,

D∗
β⊗id
−−−→ D∗ ⊗D⊗D∗ id⊗α

−−−→ D∗.

(Onemust read the above compositions as elements ofKKG(D,D) andKKG(D∗, D∗).)

7.4 How can we produce α and β for C(X) and C0(TX)? More generally, how can
we generate interesting KK-classes between commutative C∗-algebras?
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7.5 Geometric sources of elements in KKG(C0(X), C0(X))

(i) a proper G-map f : Y → X induces f∗ : C0(X)→ C0(Y).

(ii) aG-equivariant vector bundle E over X gives a class in KKG(C0(X), C0(X)); the
space Γ0(E) of C0-sections of E with Hilbert C0(X)-module structure from a
fibrewise inner product; C0(X)→ K(Γ0E) by multiplication operators, F irrele-
vant, say F = 0; grading is trivial.

(iii) if X is open in Y, C0(X)→ C0(Y) as an ideal.

(iv) if X is the total space of a K-oriented vector bundle over Y (or vice versa), then
the Thom isomorphism gives an invertible element in KKG(C0X,C0Y).

It turns out that these are almost all the ingredientswe need. Themainmodification
we need: If f : Y → X is not proper, we may still combine it with a K-theory class on
Y with X-compact support to get a class in KKG(C0X,C0Y).

First small improvement: We may replace vector bundles by K-theory classes.
ξ ∈ KG∗ (X) gives class in KKG∗ (C0(X), C0(X)).

Consider a triple (E+, E−, φ : E+ → E−) where E± are G-vector bundles over
Y, φ a G-equivariant vector bundle map. Let H± = Γ0(E±), a Z/2Z-graded Hilbert
C0(Y)-module, with C0(X) acting by pointwise multiplication via f : Y → X. Let
F : H+ → H− be the pointwise application of φ, and let F∗ : H− → H+ be the
adjoint of that. We need (1 − F2) ◦Mh◦f compact for all h ∈ C0(X). This holds if φ
is unitary outside an X-compact subset. In our case, B(Γ0(E)) = Cb(Y,End(E)) and
K(C0(E)) = C0(Y,End(E)).

Let K∗G,X(Y) be the K-theory of Y with X-compact support, defined by triples
(E+, E−, φ) with φ unitary outside an X-compact support. This gives classes in
KKG(C0X,C0Y) by the previous construction.

The Topological Index Map of Atiyah–Singer

7.6 Let X be a compact manifold. Embed X into Rn. This induces an embedding
TX ↪→ TRn = Cn. Any embedding has a tubular neighbourhood (i.e., the nor-
mal bundle). Some open neighbourhood of TX in Cn is diffeomorphic to the total
space of a vector bundle N over X (namely, the normal bundle). N is canonically
K-oriented (there is an appropriate Clifford symbol). So then,

K∗(TX)
Thom iso
−−−−−−→ K∗(N) ↪→ K∗(Cn) Bott periodicity

−−−−−−−−−−→ K∗(pt) = Z.

This series of compositions is the topological index map of Atiyah and Singer.
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8 Baum-Connes Conjecture (Heath Emerson, June 23)

8.1 CV of NCG Genuine contribution of NCG to other fields.

• Novikov conjecture, coarse geometry. (Positive scalar curvature problem.)

• Hyperbolic dynamical systems, hyperbolic groups, hyperbolic foliations.

The above two are actually connected.

• Representation theory: Connes-Kasparov conjecture.

• Pure topology

- Equivariant Euler characteristics (for proper actions of discrete groups).
- Twisted K-theory
- Orbifolds

8.2 Baum-Connes I Let G be a locally compact group. Let X be a proper G-space.
(I.e., {g ∈ G | g(K) ∩ L 6= ∅ } is compact for all K, L compact in X. “X is big enough”)
Let A, B be C0-sections of a continuous field of C∗-algebras over X with G-action.
(E.g., C0(X), C0(Cl(TX)), C0(X,D),... a crossed product GnA for such A is again of
Type I if A is.)

The groupoid equivariant KK-theory KKGnX(A,B) has “continuous” families
{ (Hx, Fx) | x ∈ X } as cycles, where (Hx, Fx) is a cycle for KK(Ax, Bx) for all x. The
equivariance condition is that, for any g ∈ G, g : Hx → Hg·x and we must have
gFxg

−1 − Fg·x compact for all x ∈ X. (This is not much of an equivariance; consider
for example the case when X = G.)

8.3 Example 1. Let A = B = C0(X).

KKGnX∗ (C0(X), C0(X)) =: RK∗G(X)

is the representable G-equivariant K-theory of X, which is isomorphic to the
space of homotopy classes of G-maps from X to the space of Fredholm oper-
ators on L2(G)⊗ `2(N).

2. If X,G are compact, then RK∗G(X) ' K∗G(X).

8.4 Contravariant Baum-Connes For anyG-C∗-algebrasA andB, consider themap

P∗EG : KKG(A,B)→ KKGnEG(C0(EG,A), C0(EG,B))

where EG is the universal proper G-space

P∗EG[(H, F)] = [{ (Hx := H, Fx = F) | x ∈ EG }].
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“Baum-Connes” (not the original one): P∗EG is an isomorphism. This is false, but
the statement is true for many cases. For example, consider the following example:

8.5 Example G = F2 and let T be the universal covering space, which is a tree. Let
H = `2(T (vertex)) ⊕ `2(T (edge)). This is Z/2Z-graded. Define b(δvertex v) = δedge s(v),
where s(v) is the edge adjacent to v that leads to the base point, and b(δbase point) =
0.

1. Note that the Fredholm index of b is 1.

2. gbg−1 − b is compact (even finite rank) for all g ∈ F2. This is related to the
negative curvature of trees.

Question: Is γ = [(H, F)] equal to 1 in KKF2(C,C)? (1, by the way, is equal to
[(H, F)] = [(C⊕ 0, 0)].

Here, EF2 can be taken to be |T |, that is, the total space of T . Check thatP∗EG(γ) = 1
in KKF2nEF2(C0(EF2), C0(EF2).

Note. The message is that P∗EG for a torsion-free group G is mapping equivariant
problem to nonequivariant problems.

8.6 Theorem The map P∗EG is invertible for G = F2.

Why is this true? This follows from Julg-Valette (i.e., γ = 1 in KKG(C,C)) or from
Higson-Kasparov.

8.7 Corollary Let A be a F2-C∗-algebra that satisfies the UCT. Then so does Aor F2.

Remark. This is also true for Ao F2.

Why is this true? γ factors as α ⊗p β where α ∈ KKG(C, P) and β ∈ KKG(P,C), and
p is a proper G-C∗-algebra. Then PoG satisfies UCT. P⊗AoG also satisfies UCT
for all A. Then, α⊗ 1A is invertible in KKG(A,A⊗ P), and so is its image under the
descent to KK(AoG,A⊗ P oG). But AoG and A⊗ P oG are KK-equivaraint.

8.8 Example Let Γ be a uniform lattice in SL(2,R). Then EΓ is equal to H2. Higson-
Kasparov says that γ = 1 in this case too. Now, Γ acts on ∂H2 = R∪{∞}. It preserves
the Riemannian metric. C(∂H2)o Γ is purely infinite and nuclear.

It is hard to construct aDirac operator, but, there does exist a Γ -equivariant family
{ 〈 , 〉x | x ∈ H2 } of Riemannian metrics on ∂H2 because H2 × H2 ' SH2, the unit
tangent bundle to H2, and Γ acts isometrically on H2 and SH2. So we can build a
Γ -equivariant Dirac class in KKΓnH2(C0(H2× ∂H2), C0(H2)), which is isomorphic to
(by Baum-Connes) KKΓ (C(∂H2),C) ' K0(C(∂H2)o Γ).
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Remark. The map P∗EG is not invertible for cocompact lattices in SL(2,R).

8.9 Theorem (Higson-Kasparov-Tu) If G (discrete) acts amenably on a commutative
C∗-algebra A, then

P∗EG : KKG(A,B)→ KKGnEG(C0(EG,A), C0(EG,B))

is an isomorphism for any B.

8.10 Corollary Aor G satisfies UCT.

8.11 Remark IfGuniformly embeds in aHilbert space, then P∗EG is surjective. This
implies the Novikov conjecture.

8.12 Baum-Connes II Let G be a locally compact group. Let X be a smooth G-
manifold. Let M be a proper smooth G-mailfold such that G\M is compact. Let
π :M → X be a G-equivariant K-oriented submersion. Then we can build a family
{Dx }x∈X ofDirac operators along the fibres ofπ. This gives a classπ! inKKG(C0(M), C(X)).
Under the higher index map, this is mapped into indG(π!) in K∗(C(X)oG).

Baum-Connes: All K-theory classes for C(X) o G arise in this way, if we also
twist by G-vector bundles onM.

Exercise 12 Show that [pG] in K0(C(S1)oRθ Z) arises in this say.

9 Wrong-Way Maps in KK-theory (Ralf Meyer, June 24)

9.1 Definition Let X and Y beG-spaces, whereG is compact. A normally nonsingu-
lar map from X to Y consists of

1. a subtrivial G-bundle N over X,

2. a finite-dimensional representation π : G→ GL(V) of G,

3. an open embedding f : N→ Y × V .

Such a map is said to be K-oriented if N and (V, π) are K-oriented.

N
� �

open
// Y × (V, π)

Thom

��
X

Thom

OO

trace
//_____ Y
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9.2 AK-oriented normally nonsingularmap f : X→ Y induces awrong-waymap

f! : K
∗
G(X)→ K∗+dG (Y), d := dimN− dimV,

by composing the Thom isomorphisms for N→ X and Y × V → Y and the wrong-
way map for the open embedding N ↪→ Y × V .

An important example is the Atiyah–Singer topological index map

N
� � //

��

Cn

��
TX pt

9.3 Let X, Y be smooth G-manifolds. Then we may require the vector bundle N
to have a smooth structure and the open embedding to be a diffeomorphism onto
its range. Wewant to lift a smoothmap f : X→ Y to a smooth normally nonsingular
map.

9.4 Theorem (Mostow) A G-equivariant embedding of X into a finite-dimensional
representation of G exists if and only if the G-action on X has finite orbit type (i.e.,
only finitely many conjugacy classes of subgroups ofG occur as stabilisers of points
in X).

Remark. If X is compact, then X has finite orbit type.
As a counterexample, the T-space

∞⊔
n=1

T/ { e2πik/n | k = 0, . . . , n− 1 }

does not embed T-equivariantly into any T-representation.
If we replace compact groups by groupoids (or noncompact groups), then ana-

logues of this embedding result may fail.

9.5 Let h : X ↪→ V be a smoothG-equivariant embedding into a representation of
G. Then (f, h) : X→ Y×V is also an embedding. The tubular neighbourhood theo-
rem provides an open embedding N ↪→ V × Y. This yields a normally nonsingular
map with trace f. This construction is unique for a suitable notions of equivalence
which involves lifting by a representation (W,π) of G:

(N⊕ X×W)
f×idW // (V ⊕W)× Y

X Y
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and an isotopy: a normally nonsingular map over [0, 1] from X× [0, 1]→ Y × [0, 1].

9.6 Theorem If there is an embedding X ↪→ (V, π) (so X has finite orbit type), then
equivalence classes of normally nonsingular maps correspond to homotopy classes
of smooth maps.

9.7 It seems, then, that there is almost no difference between smooth maps and
normally nonsingular maps. But if we worked with smooth maps instead, then
all our results would require technical assumptions about equivariant embeddings.
Andwewould have to construct wrong-waymaps directly for smoothmaps, which
would still require a factorisation as above. We found it more convenient to intro-
duce normally nonsingular maps to avoid technical problems. First we only de-
fined smooth normally nonsingular maps, but then it is immediately observed that
smoothness is no longer helpful once the factorisation above is part of the defini-
tion. Hence we dropped smoothness. However, the existence of a normally nonsin-
gular map from X to the point implies some smooth structure on X: there must be
a smooth structure on X× RN for some N.

9.8 Composition of Normally Nonsingular Maps

N
� � // Y × V

��

M
� � // Z×W

��
X

OO

Y

;;wwwwwwwww
Z

We can pullbackM over Y×V , overN, and all the way over X. Lift the second map
along V , and lift the first map along the pullback ofM over X. So we get

N× f∗M � � // V ×M

��

V ×M � � // Z× V ×W

����
X

OO

Y

99rrrrrrrrrrr
Z

The resulting normally nonsingular map from X to Z is well-defined up to homo-
topy, and this defines the composition of normally nonsingular maps. The compo-
sition induces the composition of the maps K∗G(X) → K∗G(Y) → K∗G(Z) on K-theory
because lifting does not alter the induced map on K-theory and neither does going
up and down in a K-oriented vector bundle by the Thom isomorphism.

Actually, thewrong-waymap construction also yields classes inKKG∗ (C0X,C0Y),
and themap fromnormally nonsingularmaps to bivariant K-theory is functorial for
the composition and the Kasparov product.

The Atiyah–Singer Index Theorem for Families follows from the following:
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9.9 Theorem Let π : X → Y be a G-equivariant K-oriented submersion. Then π! ∈
KKGd (C0X,C0Y)where d = dimX−dim Y is equal to the class of the family of Dirac
operators along the fibres of π.

9.10 What remains to be done to prove this theorem? Lift the submersion π to a
normally nonsingular map

N
� � f //

σ

��

Y × V
τ

��
X

π // Y

and let σ : N → X be the vector bundle projection. We may arrange for τ ◦ f =
π ◦ σ. For vector bundle projections, the construction of the Thom isomorphism in
bivariant K-theory already ensures σ! = [ /Dσ], and this class is invertible. The map
τ ◦ f = π ◦ σ is a vector bundle projection followed by an open projection. It is not
hard to show that the Dirac class is compatible with open embeddings. Hence we
also get

(π ◦ γ)! = [ /Dπ◦σ].

Thus the index theorem follows from

[ /Dπ◦σ] = [ /Dπ] ◦ [ /Dσ].

This requires us to compute a certain Kasparov product explicitly.

10 KK-theory via correspondences (Ralf Meyer, June 25)

10.1 We want to describe KKG(C0X,C0Y) by geometric cycles, where G is a com-
pact Lie group, and X, Y are compact G-spaces. (X is a smooth G-manifold.) This
idea goes back to Paul Baum (defined for K-homology) in the 1980s and Connes-
Skandalis (generalized to bivariant K-theory).

Today’s results are contained in [6, 7].

(M,ξ)

b

||yyyyyyyyy
f

""EEEEEEEEE

X Y

where ξ ∈ K∗GX(M), b :M → X is a G-map, f :M → Y is a G-equivariant normally
nonsingular K-oriented map.

KKG(C0X,C0M)⊗ KKG(C0M,C0Y) → KKG∗ (C0X,C0Y)
(b, ξ)∗ ⊗ f! 7→ (b, ξ)∗ ◦ f!
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When do two such cycles (M,ξ, b, f) give the same element of KKG(C0X,C0Y)?
The equivalence relation is generated by three elementary moves:

1. Direct sum–disjoint union: for two cycles with the sameM, f, b:

(M,ξ1 + ξ2, b, f) ∼ (M tM,ξ1 t ξ2, b t b, f t f).

2. Bordism: First in a special case: letM,Y be smooth manifolds, f smooth. A
bordism is like a cycle, but M is replaced by a manifold with boundary W
and f by a smooth mapW → Y. Here,W = ∂0W t ∂1W. (Think of the pants
diagram; the waist is ∂0W, and the foot part is ∂1W.) Restrictions of f, b, ξ to
∂0W and ∂1W give cycles. They are said to be bordant. This can be carried
over to the case of normally nonsingular maps as well.

3. Thom modification: Let (M,ξ, b, f) be a cycle. Let V be a G-equivariant K-
oriented vector bundle overM. Then (M,ξ, b, f) is equivalent to

(V, τ(ξ))

zz $$

��6666666666666666

������������������

M

b
��

M

f
��

X Y

where τ : K∗G(M) → K∗G(V), the Thom isomorphism. (Paul Baum compacti-
fies V because he requires b to be a proper map. Since we allow non-proper b,
we may use the total space itself, which makes some constructions consider-
ably easier.)
Since the wrong way map for V �M is the inverse Thom isomorphism, this
cycle has the same image in KKG.

10.2 Theorem Let K̂K
∗
G(X, Y) be the set of equivalence classes of cycles modulo the

equivalence relation generated by the above elementary moves. If there is a nor-
mally nonsingular map from X to pt (or [0, 1]) then the map

K̂K
∗
G(X, Y)→ KKG(C0X,C0Y)

is an isomorphism.

Remark. This applies if X is a smooth G-manifold with boundary and finite orbit
type.

Why is this true? First, look at the case X = pt. Then KK∗G(C0pt, C0Y) = K∗G(Y).
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Let (M,ξ, b, f) be a cycle for X = pt and some Y. We may ignore b : M → pt.
Remember that f is a triple:

N

��

� �

open

f̃ // Y × V
π

��
M

trace
//____ Y

Wedo a Thommodification alongN to get a cycle (N, ξ̂, const, π◦f̃). This is bordant
to a cycle (Y × V, f̃!(ξ̃), const, π). Now do an inverse Thom modification to get a
cycle (Y, ˜̃ξ, const, id), where ˜̃ξ ∈ K∗G(Y). Thus every cycle is equivalent to one of
this special form. Furthermore, two cycles of this special form are only equivalent
if they have the same element in K∗G(Y).

Next, we use duality isomorphisms to reduce the bivariant case to the K-theory
case just treated: For compact X,

K̂K
G
(X, Y)

��

' K̂K
G
(pt, Y × TX)

∼

��

K̂K
G
(C0X,C0Y) ' KKG(C, C0(TX)⊗ C0(Y)).

(If X is not compact, we need to consider K̂K
GnX

(X, Y × TX), the G-equivariant K-
theory of Y × TX with X-compact support, instead of K̂K

G
(pt, Y × TX).) So it only

remains to prove the duality in K̂K
G
between X and TX. This implies duality in KKG

between C0X and C0Y because we may map the unit and counit of the adjointness
in K̂K

G
(pt, X × TX) and K̂K

G
(X × TX,pt) to classes in KKG, and these still satisfy

the relevant conditions because the map from K̂K
G
to KKG is a functor and maps

products to tensor products.
Let α be the class

(X, 1)

||zzzzzzzz
f

$$IIIIIIIII

pt X× TX

where the map f sends x to (x, x, 0). Because X is compact, X → pt is proper, and
1 ∈ K∗G,pt(X) = K∗G(X). Since TX is almost complex, the smooth map f is K-oriented.

Let β be the class
(TX, 1)

b

yytttttttttt

""EEEEEEEEE

X× TX pt

where bmaps (x, ξ) to (x, x, ξ). This is a correspondence as well.
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We still have to discuss the composition product of correspondences. This should
be constructed as an intersection product. But this requires that the two maps
M → Y ← N are “transverse.” What to do in general? – Thom modification. The
map N → Y is a very special “submersion,” therefore it is transverse to anything.
We can use Thom modification to replaceM by N.

N
� � // Y × V

��

M

>>}}}}}}}}

((QQQQQQQQQQQQQQQQQ

Y

Thus it suffices to study the composition product for cycles where f : M → Y is an
open embedding followed by a trivial vector bundle projection. We may also sim-
plify the equivalence relation for such special correspondences, leading to a model
for bivariant K-theory with rather simple geometric cycles and relations. Since it
is not so easy to bring more general correspondences into this form – this requires
embeddingmanifolds and constructing tubular neighbourhoods – we still need the
definition above to actually construct correspondences. But for formal arguments,
it may be easier to restrict attention to special cycles.

10.3 Product in K̂K
G

The product ought to be an intersection product

M×Y N

zzuuuuuuuuu

$$HHHHHHHHH

M

~~~~~~~~~~

$$IIIIIIIIII N

zzuuuuuuuuuu

��@@@@@@@

X Y Z

where
M×Y N = { (m,n) ∈M×N | same image in Y } .

M×Y N

{{vvvvvvvvv

##HHHHHHHHH

X Z

with an appropriate K-theory class onM×YN should be the product. But for this to
work, we need the coordinate projectionM×Y N→ N to be normally nonsingular.
This is the case ifM→ Y ← N are transverse.
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